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Abst ract

A theory of nessage design attenpts to explain the relationship between
nmessage structure and nmessage function. In order to fornulate and i nvestigate
guesti ons about nessage design, one nust have an independent representation of
nmessage structure and message function. Experience has shown that it is
possi bl e to devel op content analytic coding systens that are based prinarily
on patterns in the structure of discourse, but it is extrenely |labor intensive
to do so, and the resulting coding systens often have nany categories and are
difficult toreliably apply. In an effort to overcone these nethodol ogi ca
probl ens, an automated codi ng system dubbed the Thene Machi ne, has been
devel oped. The Thene Machi ne does autonatic content analysis via docunent
clustering. The techni ques underlying the Theme Machine were originally
devel oped to enhance information retrieval effectiveness and efficiency. They
apparently have not been used previously for the purpose of content analysis.
This essay describes the theoretical rationale for the devel opnent of the
Thene Machi ne and sunmari zes the net hods used to inplenent the Thene Machi ne.
Prelimnary investigations in a variety of contexts indicate that the nethods
enbodi ed by the Thenme Machi ne may have broad utility anbng comuni cation

r esear chers.
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The Thene Machi ne: Theoretical Foundation and Sunmary of Met hods

Thi s paper describes an autonmated system devel oped by the author, for
extracting thematic features fromconputer-readable text. The systemis called
the Thenme Machi ne. The systemis based on nethods for docunent clustering that
were originally developed to facilitate information retrieval (Giffiths,
Robi nson & Wllett, 1984; Jardine & van R jsbergen, 1971; Rasmussen, 1992;
Salton, Allan, Buckley & Singhal, 1994; Salton & MG |I, 1983; Voorhees, 1986;
Willett, 1980; WIllett, 1983; WIllett, 1988). These nethods have apparently
not been used before for the purpose of content anal ysis (Vorhees, persona
conmuni cation; WIllett, personal comrunication). Prelinnary investigations in
a variety of contexts indicate that the nmethods may have broad utility for
conmuni cati on researchers (Bonito, 1996; Goldsnith, Dun, MacGeorge &
McDernott, 1996; Lanbert, 1996; O Keefe, 1996). In order to encourage the
wi der application and devel opnent of similar nethods and techniques, this
essay offers both a theoretical rationale and a nethodol ogi cal prinmer on the
procedures used by the Thene Machi ne.

Overvi ew

The first section gives a brief, high-level description of the Thene
Machi ne’s structure and function. The second section puts forward a
theoretical rationale for automatic codi ng, enphasizing the need to have an
account of message structure that is fully independent of nmessage function
The third section delves into the inner workings of the Theme Machi ne,
touching on the transcription of discourse into conmputer-readable text, the
segnentation of whole texts into units, the renmoval of comon words and
suffixes, the representation of docunments as vectors of term weights, and the
extraction of thematic features via docunent clustering. Section four

descri bes how the out put of the Thene Machi ne night be used to anal yze the
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rel ati onshi p between nessage structures and nessage effects. The final section
sunmari zes the main points and di scusses directions for future research

Brief Description of the Thene Machi ne

The Theme Machine (TM is a set of conputer prograns witten primarily
in the progranm ng | anguage LI SP. The TM takes as input a plain (ASCI1) text
file containing an arbitrary nunber of discourse units and produces as out put
a set of clusters whose nenbers are thematically-related units. Asimlarity
t hreshol d i nfl uences the nunber and quality of the resulting clusters.
Adopting the vocabul ary of information retrieval researchers, each word is

called a term Each discourse unit is referred to as a docunent, and the
entire set of documents is known as the collection. The TM begi ns by

preprocessi ng each docunent in the collection. The preprocessing involves the
renoval of common terns and the reduction, by suffix stripping, of remmining
terns to their stemforns. The frequency of occurrence of each unique termin
the collection is tallied, and each docunent is represented as a vector of
appropriately weighted term frequenci es. Docunment vectors are then clustered
by standard hi erarchical agglonerative nethods. To review, the TMtakes
segnent ed, conputer-readable text and identifies content analytic categories
(i.e., thenes) via docunent clustering. Categorical variables are created to
represent the presence/ absence of each theme. Messages (discourse units) are
represented in terns of these categorical variables. Goals and nessage effects
are then analyzed in relation to these variables. Having expl ai ned very
briefly what the TM does, the next section explains why one night want to use
a conputer to automate certain stages in the process of content analysis.

Theoretical Foundations for the Theme Machi ne

In a series of articles, O Keefe and Lanbert have argued for a | oca

managenent nodel of nessage design (for a review, see O Keefe & Lanbert,
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1995). A thorough description of the nodel is beyond the scope of this essay.
Only a summary is given here, highlighting the points nbost relevant to the use
of the TM According to O Keefe and Lanbert (1995), a theory of nessage design
i s understood as

a systematic theory of the relationship between nessage structure and

nmessage function. Message structure refers to the substance,

organi zati on, and pl acenent of discourse. Message function involves both

t he antecedent conditions of nessage generation (especially the goals of

t he message producer) and the intended and uni ntended consequences of

the nmessage. (O Keefe & Lanbert, 1995, p. 54)
To date approaches to nessage design have |argely been holistic and
functional. Discourse units (typically whol e nessages) are identified and then
functionally categorized, and the functional categories (e.g., lists of
strategies) are analyzed in relation to situational features, goals, nessage
effects, and so on. This approach stimulated a great deal of research, but its
[imtations are now increasingly being recognized (Kellernman & Cole, 1994).

The Conflation of Message Structure and Message Function

One problemwith holistic functional analyses is that they conflate
nmessage structure and nessage function. Perhaps the best exanple of the
conflation of nessage structure and function cones from pl an-based nodel s of
nmessage production (Appelt, 1985; Cohen & Perrault, 1979). Such nodel s assune
nmessage production is a two-step process: first reason fromgoals to acts
(i.e., strategies, speech acts), then instantiate acts as concrete utterances
(i.e., words, sentences). So for exanple, if you have the goal of finding out
whet her John is here, and you believe that nmaking a request should satisfy
this goal, then you attenpt to formulate a request. Wen one tries to

formul ate the request, one confronts what O Keefe & Lanbert (1995) call the
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instantiation problem That is, how does one get from--nmake a request about
John’ s being here---to “Has anyone seen John?”

Most pl anni ng nodel s solve this problemthrough the use of a functiona
i ndexi ng schene, and it is in the functional indexing schene where nessage
structure and function are conflated. A functional indexing schene is a system
for representing, storing and retrieving linguistic structures. In a
functional indexing schene, linguistic structures are indexed by their
putative functions. In the exanple given, the speech act of requesting is
associated with the interrogative sentence type (Cohen & Perrault, 1979). In
rel ated nodel s, words and phrases are associated with the achi evenent of
certain rhetorical goals (Hovy, 1990). Even at low levels of instantiation
nor phenes, phonenes, and intonation patterns are associated with specific
functional significance, with the achi evenent of particular goals (Levelt,
1989). Wth a functionally indexed |l exicon of linguistic forns one can search
by specifying the goal to be achieved and thereby retrieve a linguistic form
that will (supposedly) achieve that goal

When the representation of a linguistic formincludes a specification of
the forms functional significance or a description of the goals the formw ||
hel p to achieve when it is expressed, formand function are hopel essly
confl ated. Assigning functional significance to decontextualized |linguistic
forns ignores indirectness and the pervasive context-sensitivity of neaning.
Worse still, when formand function are conflated, it becones inpossible to
ask questions about the relationship between nessage form and nessage
function. In order to construct a theory of message design, a theory that
i nvestigates the relationship between nessage structure and nessage function

one nust have i ndependent representations of nessage structure and nessage
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function. Most content-anal ytic coding schenes used in contenporary

conmuni cati on research are typol ogies that conflate structure and function

Creating An | ndependent Representation of Message Structure

This brings us to the potential utility of the TM or any other automated
system for content analytic coding. The TM was devel oped in an effort to
create a representation of nmessage structure (what we sonetinmes call content)
t hat was independent of nessage function. Initially, we reasoned that a
“function free” set of categories should be based only on patterns in the
literal content, the surface structure, of discourse units. Units would be
grouped together only if they contained similar (often identical) patterns of
words or phrases (Lanmbert, 1992; Lanbert, 1995; Lanbert, 1996; Lanbert, in
press; Lanmbert & Gllespie, 1994; Saeki & O Keefe, 1994). Although this
approach proved useful in illustrating the relationship between nessage
structure and function in a variety of contexts, it was beset by difficult
nmet hodol ogi cal problens. The main problens involved the efficient creation and
reliable application of categorical coding systens based only on patterns in
the literal content of discourse units. These coding systens were initially
devel oped manual Iy and inductively. The process often took several weeks or
even nmonths. The result was a set of structural categories. The nunber of
categories was often large, ranging froma |low of 22 to as nany as 70 or nore.

The sheer number of categories created two difficulties. First, it was
difficult to achieve a satisfactory level of interrater reliability with so
many categories to choose from and standard net hods for assessing interrater
reliability were not well suited to category systens with high nunbers of
categories, where the frequency of occurrence of sone categories is relatively
| ow (Cohen, 1960). The second probl emwas that the |arge nunber of categories

made anal ysis of nmessage-effect relations cunbersonme and sonetines
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inmpractical. In practice, the dinensionality of the original coding schenes
was reduced prior to statistical analysis by grouping |ow | evel categories
(referred to as idea-types) in to higher |evel categories (referred to as
thenes) (see e.g., Lanbert & Gllespie, 1994; Saeki & O Keefe, 1994).

The Thene Machine as a Solution to Message Codi ng Probl ens

The TM was desi gned to address the nethodol ogi cal probl ens di scussed
above. The goal was to develop a systemthat could automatically and
determ nistically cluster docunents based on the presence of simlar patterns
of words and phrases. By automating the system the efficiency problens could
be overcome, and by nmaking the systemdetermnistic, the problemof interrater
reliability could be sidestepped conpletely. (A deterministic systemhas no
random el enent. G ven the sane initial conditions, it will always proceed
t hrough the sane sequence of actions and arrive at the same end point.)
Al t hough still a prototype, the TM as currently inplenmented, appears to have
successfully achi eved the design goals that were set out for it. In the
foll owi ng sections, the details of the TMalgorithm and inplenentation are
di scussed.

The Thene Machi ne: Met hods

As noted above, analyzing data with the TMinvol ves a sequence of
several steps. These steps are as follows: (a) transcription, (b) unitization
(c) tabulation of termfrequencies, (d) renoval of common terns, (e) reduction
of terms to stemform (e) assignnent of termweights, (f) creation of an
inverted file, (g) creation of an interdocunent similarity matrix, and (h)
clustering of docunments. Each of these steps is described in turn

Transcription and Unitization

The first two steps in the sequence, transcription and unitization, are

not yet automated, but they are nonetheless crucial. The discourse to be
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anal yzed can originally be oral or witten, but to be input to the TMit nust
be transcribed into plain (ASCIl) text. Once transcribed, the discourse nust
be segnented into units. The units can be defined at any grain size the

anal yst chooses (e.g., phrase, clause, sentence, turn, paragraph, chapter
etc.). Menbers of the University of Illinois Wrking Goup on Message Design
have typically selected the independent clause as the unit of analysis
(Lanmbert & G llespie, 1994; Saeki & O Keefe, 1994). Evidence fromboth ora

and witten di scourse suggests that the i ndependent clause can be construed as
the smallest linguistic unit that expresses a conplete thought (Chafe, 1994;

Hi || ocks, 1986). The reliability of unitization is assessed using Guetzkow s U

(CGuet zkow, 1950).

Tabul ati on of Term Fr equenci es

Next, the frequency of occurrence of each unique termin the collection
is computed. Wthin the TMthis is achieved using a GAW script (Robbins,
Close, Rubin & Stallman, 1992, p. 164). This frequency information is used for
two purposes. First, it is used to decide how many of the nbst comon words
shoul d be renmoved fromthe collection (Goldsmith et al., 1996). It is also
used to calculate weights for each term Both of these issues are discussed in
nore depth bel ow.

Renmoval of Conmon Wor ds

Not all terns in a collection are equally useful for retrieving or

clustering docunents. Because granmatical function words (e.g., a, the, an,

and, not, but, is, are, etc.) occur frequently in alnost all English

docunents, the presence of these words carries little useful information
Standard lists of common words (called stop or drop lists) are readily
avai | abl e (Frakes & Baeza-Yates, 1992). Such words are ordinarily del eted

bef ore docunents are anal yzed. In nost analyses to date using the TM custom
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stop lists have been constructed by renoving the n nost frequently occurring

words fromthe collection. A sonewhat arbitrarily chosen val ue of n=20 has
been used frequently in our experinents with the TM although Goldsmth has
recently devised nmore principled nethods for choosing the nunber of conmon
words to renpve (CGoldsmith et al., 1996).

Reduction of Ternms to Stem Forns

The total number of unique words in a docunent can be reduced, and
aut onat ed anal ysis of texts can be inproved, by renmoving suffixes fromthe
words that remain after common words have been deleted froma collection of
docunents (Frakes, 1992). This operation is referred to as stenm ng because it
reduces words to their lexical stems. A single stemnornally takes the place
of several full terms. The stenming algorithmused here is a variant of the

Porter stenming algorithm which renoves common suffixes (e.g., -S, -es, -ing,
-tion, -ed) (Frakes, 1992; Porter, 1980). Both the stenmi ng and the stopping

al gorithnms are available for public use (Frakes, 1995).

Assi gnnent _of Term Wi ghts

After comon words were renmoved and the renmai ni ng words were reduced to
their stemforns, each docunent is represented as a vector of nunerica
val ues. Although it is possible to use a terms raw frequency as its value in
a docunent vector, nore sophisticated termweighting schenmes substantially
i mprove the automati c anal ysis of texts. For the purpose of clustering and
discrimnation, a termis useful if it occurs frequently in certain documents
but rarely in others. Using a LISP conputer programwitten by the author
termwei ghts were cal cul ated according to a standard inverse docunent

frequency formula (IDF) (Harman, 1992; Sparck Jones, 1979):
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IDF; = logo 22X

+1 (1)
Ni

where maxn is the maxi num frequency of any termin the collection and n; is

the overall frequency of the ith termin the collection. This function yields
hi gh weights for terns that occur rarely and | ow weights for terms that occur
frequently.

Creation of an Inverted File

Before this stage, the collection is represented as a list of documents,
and associated with each docunent is a list of terns (and term wei ghts) that
occur in that document. In subsequent conputations, however, it is useful to

have an inverted index or inverted file. An inverted file is a list of all the

unique terns in the collection. Associated with each termis a list of the
docunents in which that termoccurs at |east once (Harman, Fox, Baeza-Yates &
Lee, 1992). Inverted files are created from wei ghted docunent vectors using a
LI SP programwitten by the author

Conputing the Interdocunent Sinmlarity Matrix

After the docunents have been represented as vectors of term wei ghts and
an inverted file has been created, a matrix of interdocument sinlarities is
conputed. The simlarity netric used in clustering should yield high val ues
when two el enments had many significant words in conmon and | ow val ues when
there were few words in comon. The cosine of weighted termvectors, a neasure
of docunent simlarity taken fromthe infornmation retrieval literature, had
t he desired properties (Harnan, 1992):

n

[¢}

a XiYi

i=1 = = (2)
&g Oaed ,0
ga x?iga yi=
i=1 ©@€j=1

2

Cosine(x, y) =




Thene Machi ne Theory and Met hods 12

where xj and yj are termweights fromdocunents x and y, and n is the nunber

of unique ternms in the collection. This nmeasure conputes the cosine of the
angl e between nornalized (unit) vectors of termweights (Harman, 1992). There
are, of course, many other simlarity netrics that could have been used
(Rasnussen, 1992).

For TM experinents, the cosine-based interdocunent sinilarities have
been conputed in two different ways. Initially, interdocunent simlarities
were conputed by the cosine neasure using the Proxinmities procedure in SPSS
(SPSS, 1990, p. 553). Subsequently, they were conputed using a LISP program
witten by the author. Each choi ce has advantages and di sadvantages. The
advantage of using SPSS is that SPSS is readily available to nost users, and
no know edge of LISP progranming is required by the user. The di sadvantage of

using SPSS has to do with conputational efficiency. For a collection of N
docunents, there will be N simlarities to conpute. Obviously, then, when N

grows | arge, the amount of conputation required beconmes prohibitive
Fortunately, the simlarity matrix is symmetric (i.e., the simlarity between
docunent 1 and document 2 is the sane as the simlarity between docunment 2 and
docunent 1), and simlarities between a docunment and itself need not be
conmput ed. Thus, the nunber of distinct simlarities to compute is actually
(Ne-N)/2. Still further efficiency is gained because there is no need to
conpute zero-valued simlarities. The inverted i ndex generated previously can
be used to guide the conputation of interdocunment sinmilarities such that only
nonzero simlarities are conputed (Rasmussen, 1992; Voorhees, 1986; Wllett,
1980; WIllett, 1988). The simlarity matrix for nost collections will contain
relatively few nonzero simlarities, so when a specially designed algorithmis
used, the tinme and space efficiency of the simlarity computations is nuch

greater than when an off-the-shelf programlike SPSS used. The di sadvant ages
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of using a special programto conmpute interdocunent sinilarities are that one
nust have sone know edge of programm ng, and one nust have access to a
conputer with the appropriate conpiler.

Cl usteri ng Docunents

Once the proximty matrix had been cal cul ated, the docunents were
clustered. Several approaches to clustering have been used during the
devel opnent of the TM Early on, the output of SPSS Proximties was used as
the input to SPSS Cluster. The clustering method was average |inkage within
groups (al so called group average |inkage nmethod). This nethod created
clusters that maxim zed average within-cluster simlarity (SPSS, Inc., 1990).
SPSS Cluster requires one to specify how many clusters should be created. This
was regarded as a deci ded di sadvantage. The output of SPSS cluster was a
cluster schedul e, which was postprocessed by a LISP programwitten by the
aut hor so that clusters of independent clauses would be output.

Pr ot ot ype | npl enent ati ons

During the past year, three different versions of the TM have been
i mpl enent ed, each with progressively nore sophisticated clustering capability.
The first two prototypes did non-hierarchical or iterative clustering of
docunents. In the first version, docunments were processed sequentially. The
first docunent was assigned to the first cluster. The simlarity between the
second docunent and the first was then conputed, and if the sinmlarity
exceeded a user-specified threshold, the second docunent was nerged into the
first cluster. Simlarity was neasured by the group average nethod. That is,
the sinmlarity between a new docunent and an existing cluster was defined as
the average pairwise simlarity of that document with all the docunents in the
exi sting cluster. Each of the remaining documents in the collection was

processed in the same way. The system stopped nergi ng docunents into the first
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cluster when no nore docunents had an average pairwise simlarity with the

exi sting cluster nenbers that exceeded the threshold. The systemthen sel ected
the first remaining unclustered docunent in the collection, defined it as the
seed of cluster 2, and began the process again. The process ended when no
remai ni ng cl uster-docunment or docunent-docunment pairs had a simlarity
exceedi ng the threshol d.

Al t hough this nethod denonstrated a crude ability to cluster related
docunents together, it was flawed in several ways. Perhaps the nost
significant flaw was that it processed docunents in sequential order. A nuch
better strategy would be to search at each step of the algorithmfor the
near est docunent to the current cluster, and then to nerge that docunent. That
is the approach taken by the second prototype version of the TM In this case,
the al gorithm began by searching the simlarity natrix for the closest pair of
docunents (with ties broken arbitrarily). This pair served as the seed for
cluster 1. Then the simlarity matrix was searched again for the docunent
whose pairwise sinmlarity to the two docunents in cluster 1 was greatest. If
the average pairwise simlarity for this docunent exceeded the threshold, it
was nerged. The process of growing cluster 1 continued until the simlarity to
t he nearest nei ghbor was smaller than the threshold. Then, the simlarity
matri x was searched again for closest renmining pair of docunents. These two
beconme the seed for cluster 2, the process of adding to cluster 2 proceeds as
with cluster 1. The clustering process ceased when no docunent-cluster or
document - docunent simlarities exceeded the threshold.

This best-first iterative partitioning method worked fairly well, and it
is the systemthat nost of the current TM anal yses are based on. However, it
was al so flawed because it was not hierarchical. Mst standard approaches to

docunent clustering are the so-called hierarchical agglonerative nethods
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(Wllett, 1988). In a hierarchical agglonerative approach to clustering,
clusters can nerge with individual docunments or with other clusters. The
versions of the TM just described could only nerge a cluster and an indivi dua
docunent, but they could not nerge one cluster with another. The two net hods
described thus far are also affected by the sequence of presentation of
docunents, which is a highly undesirable characteristic (Wllett, 1988).

The nost recent inplenentation of the TMis based on Voorhees
hi erarchi cal aggl onerative group average |inkage nethod (Voorhees, 1986). This
version inplenents a bona fide hierarchical agglonmerative clustering nethod,
and it is not affected by the sequential ordering of the input data. This
nmet hod i s governed by three very sinple rules: (a) nerge the two cl osest
obj ects (where an object can be an individual docunent or a cluster of
docunents), (b) unless no nore objects exist, go to (a), and (c) if no nore
obj ects exist, stop. These rules are the sane for all hierarchica
aggl onerative nethods. The standard hierarchical aggl onerative nethods (single
| i nkage, group average |inkage, and conplete |inkage) differ from one anot her
only in the way that they define simlarity. Single |linkage defines simlarity

as the maximumsimlarity between any nenber of cluster 1 and any nenber of

cluster 2. Group average |inkage defines simlarity as the average pairw se

simlarity between all docunents in cluster 1 and all docunents in cluster 2.
Conpl ete linkage defines simlarity as the minimnumsimlarity between any
menber of cluster 1 and any nenmber of cluster 2 (Rasnussen, 1992; Voor hees,
1986; Wllett, 1988).

To increase efficiency, the current inplenentation of the hierarchica
aggl onerative group average nethod uses inner product rather than vector
cosine simlarities, and the quality of the resulting clusters suffers

somewhat fromthe |lack of Iength normalization. An effort is currently
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underway to inplenment a prototype that begins with cosine normalized docunent
vectors or to inplenment the method with cosine as the simlarity netric (in
spite of the inefficiency).

Integrating the Thene Machine into the Study of Message Design

Most of this essay has been devoted to a theoretical justification for
the TM and a summary description of the inplenented systenms. Before closing,
it is inportant to consider briefly how the TM should be integrated into the
systematic study of message design (for a nore detail ed di scussion of these
i ssues, see O Keefe, 1996). It is inportant to renenber at the outset that the
TMis sinply a tool for automatic coding. The TMis not a theory and it is not
magi c. Before one begins to use the TM one nust have a research question
wort h investigating, and one nust have data that could be transcribed into
conput er readable format. More inportantly, one must have a functional (or
rational) analysis of the task domain being studied. The TMwas explicitly
designed to produce structural categories. Al of the burden of rationa
reconstruction and functional analysis falls on the researcher (Craig & Tracy,
1996). The TM sinply renders the discourse into a categorical representation
that is likely to facilitate subsequent quantitative anal ysis. Depending on
t he questions being asked, the researcher nust collect data on goals,
intentions, or effects in order to have all of the pieces that are needed to
study nessage design. (Recall that nessage design involves the relationship
bet ween nmessage structure and nmessage function. The TM deals only with nmessage
structure.) Once the TMhas identified a set of structural categories
(referred to variously as themes or idea-types), then the original discourse
can be represented in terns of these categorical variables, where each
vari abl e corresponds to the presence/ absence or degree of el aboration of a

given therme. Finally, goals or nessage effects can be analyzed in relation to
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t hese categorical variables, and one can get a glinpse of the enpirica

mappi ng bet ween nmessage structures and nessage functions (see, e.g., Lanbert,
1996). In the end, of course, the investigator nust explain why certain
nmessage structures nmap to certain nmessage functions. This stage of the process
is unlikely to be automated in the near future.

Concl usi on

In order to formulate and investigate non-circul ar questions about
nmessage desi gn, one nust have independent representations of nmessage structure
and nessage function. This essay has described the Thene Machine, a system
t hat does automatic content analysis via docunent clustering. The structural
categories identified by the Theme Machi ne are based only on the co-occurrence
of words in related docunents, and are thus conpletely i ndependent of any
functional characterization. Thus, the Thene Machi ne appears to be a useful
tool in the study of nessage design. The systemis still under devel oprent,
and the existing prototypes suffer froma variety of weaknesses in ternms of
both efficiency and effectiveness. Nevertheless, prelimnary results are good
enough to encourage us to pursue the techniques further. Moreover, there is
reason to believe that docunment clustering and rel ated techni ques for
conput er - assi sted anal ysis of text data will prove to be inportant tools for
content analysts in the next century. It is hoped that this essay wll
encourage others to | earn about and experinment with the Thene Machi ne and

rel ated systens.
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Appendi x

The Thene Machine is not yet available for public use, but the plan is
to make it available for non-profit, research use in the near future. To use
the Thene Machi ne, one nust have a variety of conputational tools, many of
which are freely available on the Internet. This appendix lists the nost
i nportant pieces of software along with brief descriptions and their
| ocations. In addition, nmuch of the preprocessing done for Thene Machi ne
anal yses relies on text processing utilities that are nost comonly avail abl e
under the Uni x operating system Thus, it is recommended that Thene Machi ne
anal yses be done in a Unix environnent.

1. CLISP. CLISP is a public domain (freely available) inplenmentation of Conmon
Li sp the Language. CLISP is available for a variety of platforns. The Thene
Machine will run under CLISP. For nore information and/or a copy of CLISP
use anonynmous ftp from na2s2. mat hemati k. uni - karl sruhe. de:/ pub/lisp/clisp/.

2. CGCL: GNU Comon LISP is another freely avail able LISP system For nore
i nformati on, use anonynous ftp from ftp. nma. ut exas. edu: pub/gcl/.

3. GAWK: GAWK is a powerful and easy to use text processing systemfor the
Uni x operating system Source code for GAW can be obtai ned by anonynous
ftp fromprep.ai.mt.edu: pub/ gnu/ gawk.

4. Stenm ng and Stopping algorithns: Source code for the stemi ng and stopping
algorithns used in the Thene Machine, witten in the C |anguage, is

avai | abl e by anonynous ftp fromftp.vt.edu: pub/reuse/ | R code/ir-code.
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